Abstract—Power allocation is studied for fixed-rate transmission over block-fading channels with arbitrary continuous fading distributions and perfect transmitter and receiver channel state information. Both short- and long-term power constraints for arbitrary input distributions are considered. Optimal power allocation schemes are shown to be direct applications of previous results in the literature. It is shown that the short- and long-term outage exponents for arbitrary input distributions are related through a simple formula. The formula is useful to predict when the delay-limited capacity is positive. Furthermore, this characterization is useful for the design of efficient coding schemes for this relevant channel model.
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I. INTRODUCTION

THE block-fading channel [1], [2] is a useful model for slowly varying fading in time and/or frequency. The channel consists of a finite number of flat fading blocks, whose fading gains are drawn from system dependent statistics. Transmission schemes such as orthogonal frequency division multiplexing (OFDM) and frequency-hopping, as encountered in the Global System for Mobile Communication (GSM) and the Enhanced Data GSM Environment (EDGE), over frequency-selective channels can be conveniently modeled as block-fading channels.

A codeword transmitted over a block-fading channel spans only a finite number of fading blocks. Therefore, the channel is nonergodic and not information stable [3], [4]. The Shannon capacity under most common fading statistics is zero, since there is an irreducible probability, denoted as the outage probability, that the channel is unable to support the target data rate [1], [2]. For sufficiently long codes, the outage probability is the natural fundamental limit of the channel [17]. In some cases zero outage probability can be achieved at nonzero rates and finite signal-to-noise ratio (SNR). The maximum rate with zero outage is commonly referred to as the delay-limited capacity [5].

Channel state information (CSI), namely the degree of knowledge that either the transmitter, the receiver, or both, have about the channel gains, greatly influences system design and performance [2]. At the receiver side, channel parameters can often be accurately estimated [6]. Thus, perfect CSI at the receiver (CSIR) is a common assumption. Conversely, CSI at the transmitter (CSIT) depends on the specific system architecture. In a system with time-division duplex (TDD), the same channel estimate can be used for both transmission and reception, provided that the channel varies slowly [7]. In other system architectures, CSIT is provided through direct feedback from the receiver. We consider an OFDM-inspired scenario, for which the channel coefficients of the parallel multi-carriers are perfectly known to the transmitter. When no CSIT is available, transmit power is commonly allocated uniformly over the blocks. In contrast, when CSIT is available, the transmitter can adapt the transmission mode (transmission power, data rate, modulation and coding) to the instantaneous channel characteristics, leading to significant improvements [2]. In this paper, we will consider power adaptation for fixed-rate transmission over delay-limited nonergodic block-fading channels.

The optimal (minimum outage) transmission strategy, subject to a short-term power constraint, was shown in [4] to consist of a random code with independently, identically distributed Gaussian code symbols, followed by optimal power allocation. Systems with short-term (per codeword) and long-term (average over many codewords) power constraints were considered, showing that significant gains in outage performance are possible by allowing for long-term power constraints. In some cases, the optimal power-allocation scheme can even eliminate outages, leading to a strictly positive delay-limited capacity [4], [8]. A criterion for positive delay-limited capacity was obtained for Gaussian inputs and Rayleigh fading in [8].

In this paper, we study power allocation rules that minimize the outage probability of fixed-rate schemes with arbitrary input distribution under long-term power constraints over block-fading channels with a general fading distribution. For channels with arbitrary inputs, the short-term power allocation scheme was developed in [9] using the relationship between mutual information and minimum mean-squared error (MMSE) obtained in [10]. Here we show that the optimal long-term power allocation scheme is a generalization of the
results in [4]. We study the corresponding outage SNR exponents for arbitrary input distributions and show that a simple formula relates short- and long-term exponents. We show that zero outage can be achieved provided that the corresponding short-term outage exponent is strictly greater than one, implying a positive delay-limited capacity. In some cases, we show that fixed discrete signal constellations like PSK or QAM, pay a small penalty with respect to optimal Gaussian inputs.

The paper is organized as follows. The system model and preliminaries are given in Sections II and III, respectively. Sections IV and V discuss the power allocation schemes for systems with peak and average power constraints, and their corresponding outage exponents, respectively. Examples are given in Section VI. Concluding remarks are given in Section VII. Proofs are included in the Appendices.

Notation: Scalar and vector variables are denoted by lowercase and boldface lowercase letters, respectively. Expectation of a function \( \phi \) of random variables \( \Phi_1, \ldots, \Phi_n \) is denoted by \( \mathbb{E}[\phi(\Phi_1, \ldots, \Phi_n)] \), and expectation with respect to a random variable \( \Phi \) with the constraint \( \Phi \in \mathcal{R} \) is denoted by \( \mathbb{E}_\Phi \mathbb{E}[\cdot] \).

We define \( (\mathbf{x}) \triangleq \frac{1}{B} \sum_{i=1}^B x_i \) as the arithmetic mean of \( \mathbf{x} = (x_1, \ldots, x_B) \). Exponential equality \( f(\xi) \triangleq K \xi^{-d} \) indicates that \( \lim_{\xi \to \infty} f(\xi) \xi^d = K \), with exponential inequalities \( \leq, \geq \) similarly defined. \( [\xi] \) denotes the smallest (largest) integer greater (smaller) than \( \xi \). Component-wise vector inequalities are denoted by \( \succeq, \preceq \).

II. SYSTEM MODEL

Consider transmission over a block-fading channel with \( B \) blocks, where each is affected by a flat fading and additive noise. Assume that the fading coefficients are available at both the transmitter and the receiver, and that the transmitter allocates power to the blocks according to the rule \( \mathbf{x}(\gamma) = (p_1(\gamma), \ldots, p_B(\gamma)) \) where \( \gamma = \text{diag}(\mathbf{h}^H) \in \mathbb{R}^B \) is the power fading gain vector, with \( \mathbf{h} \in \mathbb{C}^B \) being the fading vector, i.e., \( \gamma_b = |h_b|^2, b = 1, \ldots, B \). The equivalent baseband model is given by

\[
\mathbf{y}_b = \sqrt{p_b(\gamma)} \mathbf{h}_b \mathbf{x}_b + \mathbf{n}_b, \quad b = 1, \ldots, B
\]

where \( \mathbf{x}_b \in \mathcal{C}^L \) and \( \mathbf{y}_b \in \mathcal{C}^L \) are correspondingly the portion of the codeword transmitted and received in block \( b \). Assume that \( \mathbf{n}_b \in \mathcal{C}^L \) is a white Gaussian noise vector with entries drawn independently from a unit variance circularly symmetric Gaussian distribution \( \mathcal{C}(0,1) \), and the transmit symbols \( \mathbf{x} \) are drawn with input distribution \( Q(\mathbf{x}) \) from a unit-energy constellation \( \mathcal{X} \), i.e., \( \mathbb{E}[|\mathbf{x}|^2] = 1 \), where \( \mathcal{X} \) denotes the random variable corresponding to the transmitted symbols. Then, the instantaneous received SNR at block \( b \) is given by \( p_b(\gamma)/\gamma_b \).

We assume that the complex fading vectors \( \mathbf{h} \) are independently identically distributed from codeword to codeword, and that \( \mathbf{h} \) follows a continuous power density distribution (pdf) \( f_\mathbf{h}(\mathbf{h}) \) with \( \mathbb{E}[|\mathbf{h}|^2] = B \). The power fading gains then have a continuous pdf \( f_\gamma(\gamma) \) with normalized power \( \mathbb{E}[\gamma] = 1 \). We consider systems with the following power constraints:

- Short term: \( \mathbb{E}[\gamma] \leq P_{\text{st}} \)
- Long term: \( \mathbb{E}[\gamma] \leq P_{\text{lt}} \)

Note that short- and long-term power constraints induce peak and average power restrictions.

III. PRELIMINARIES

The channel model described in (1) corresponds to a parallel channel model, where each subchannel is used a fraction \( \frac{1}{B} \) of the total number of channel uses per codeword. Therefore, for any given power fading gain realization \( \gamma \) and power allocation scheme \( p(\gamma) \), the instantaneous input-output mutual information of the channel is given by [11]

\[
I_B(p(\gamma); \gamma) = \frac{1}{B} \sum_{b=1}^B I(p_b(\gamma) \gamma_b)
\]

where \( I(\rho) \) is the input-output mutual information of an AWGN channel with constant \( \mathcal{X} \) and received SNR \( \rho \). When the channel inputs are Gaussian, i.e., \( \mathcal{X} \subset \mathbb{C} \) and \( \mathcal{X} \) drawn from the unit variance complex Gaussian distribution \( \mathcal{CN}(0,1) \), we have that \( I(\rho) = \log_2(1+\rho) \) [11]. On the other hand, when coded modulation over a signal constellation \( \mathcal{X} \) is used with probability assignment \( Q(\mathcal{X}) \), we obtain

\[
I(\rho) = \mathbb{E} \left[ \log_2 \frac{e^{-|Y|\sqrt{2\rho}|X|^2}}{\sum_{x' \in \mathcal{X}} Q(x') e^{-|Y|\sqrt{2\rho}|x'|^2}} \right].
\]

A fundamental relationship between the MMSE and the mutual information (in bits) in additive Gaussian channels is introduced in [10] showing that for any input distribution and constellation

\[
\frac{d}{d\rho} I(\rho) = \frac{1}{\log 2} \frac{\text{MMSE}(\rho)}{\rho}
\]

where \( \text{MMSE}(\rho) \) is the MMSE in estimating the input symbol transmitted over an AWGN channel with SNR \( \rho \). For Gaussian inputs \( \text{MMSE}(\rho) = \frac{1}{1+\rho} \), while for coded modulation [9]

\[
\text{MMSE}(\rho) = \mathbb{E}[|X|^2]
\]

\[
-\frac{1}{\pi} \int_{\mathcal{C}} \frac{\sum_{x \in \mathcal{X}} Q(x) e^{-|Y|\sqrt{2\rho}|x|^2}}{\sum_{x' \in \mathcal{X}} Q(x') e^{-|Y|\sqrt{2\rho}|x'|^2}} dx
\]

Results in this paper can also be applied to systems with bit-interleaved coded modulation (BICM) [12], where the relationship in (4) is replaced by the corresponding results in [13].

Finally, we define the transmission to be in outage when the instantaneous input-output mutual information is less than the target \textit{fixed} transmission rate \( R \). For a given power allocation scheme \( p(\gamma) \) with power constraint \( P \), the outage probability at transmission rate \( R \) is given by [1], [2]

\[
P_{\text{out}}(p(\gamma), P; R) \triangleq \Pr(I_B(p(\gamma); \gamma) < R) = \Pr \left( \frac{1}{B} \sum_{b=1}^B I(p_b(\gamma_b) < R) \right).
\]

IV. POWER ALLOCATION SCHEMES

In this section, we briefly present the short- and long-term power allocation optimization problems and their corresponding solutions for arbitrary inputs.
A. Short-Term Power Constraints

Formally, the power allocation scheme \( p^\text{opt}(\gamma) \) that minimizes outage probability with short-term power constraint \( P_{st} \) is given by

\[
p_{st}^\text{opt}(\gamma) = \arg \min_{0 < p < P_{st}} \mathcal{P}(p, P_{st}, R).
\]  

(7)

Following [4], a solution of the problem is given by

\[
p_{st}^\text{opt}(\gamma) = \arg \max_{p \leq P_{st}} \sum B \left( \frac{1}{\gamma_b} \right)^{\frac{1}{\gamma_b}} \mathcal{P}(p, P_{st}, R).
\]

(8)

The problem given in (8) is convex; therefore, applying the Karush–Kuhn–Tucker (KKT) conditions, and noting the relationship in (4), we have that [9]

\[
p_{st}^\text{opt} = \frac{1}{\gamma_b} \mathcal{P}_{\text{MMSE}}^{-1} \left( \min \left\{ \mathcal{P}(0, \gamma), \frac{1}{\gamma_b} \right\} \right)
\]

(9)

where \( \gamma \) is chosen such that the peak power constraint is active

\[
\sum_{b=1}^{B} \left( \frac{1}{\gamma_b} \right)^{\frac{1}{\gamma_b}} \mathcal{P}(p, P_{st}, R) = P_{st}.
\]

(10)

The optimal outage probability is then given by

\[
\mathcal{P}(n, P_{st}, R) = \mathcal{P}(p^\text{opt}(\gamma), P_{st}, R).
\]

The power allocation rule is optimal in terms of outage, as given by the following duality result. The result was observed in [4], but is proved rigorously here for the sake of completeness.

**Proposition 1:** Consider transmission at rate \( R \) over the block-fading channel given in (1) with input constellation \( X \) and power allocation rules \( p^\text{opt}(\gamma) \) and \( p^*(\gamma) \), respectively. For any fading distribution, we have that

\[
\mathcal{P}(n, P_{st}, R) = \mathcal{P}(p^\text{opt}(\gamma), P_{st}, R).
\]

(16)

*Proof:* See Appendix A.

Compared to the power allocation rule \( p^\text{opt}(\gamma) \) given in (9), the scheme \( p^* (\gamma) \) given in (11) is computationally more demanding and less practical for transmission with short-term power constraints. However, as we show in the next section, \( p^*(\gamma) \) has the same structure as the power allocation rule for systems with long-term power constraints, and will therefore prove more useful in the subsequent analysis.

B. Long-Term Power Constraints

For a system with a long-term power constraint \( P_l \), the optimal power allocation scheme \( p_{lt}^\text{opt} \) is given by

\[
p_{lt}^\text{opt}(\gamma) = \arg \min_{0 \leq p \leq P_{lt}} \mathcal{P}(p, P_{lt}, R).
\]

(17)

The optimal solution to the above optimization problem was obtained in [4] for Gaussian inputs only. This solution can be trivially generalized to systems with arbitrary inputs using the relationship in (4). For fading distributions with continuous pdf, the solution is given by [15], [16]

\[
p_{lt}^\text{opt} = \begin{cases} p^\text{opt}(\gamma), & \mathcal{P}(p^\text{opt}(\gamma), s) \leq s^* \\ 0, & \text{otherwise} \end{cases}
\]

(18)

where \( p^\text{opt}(\gamma) \) is given in (13) and the threshold \( s^* \) is such that

\[
\begin{align*}
s^* &= \infty, \\
\mathcal{P}(p^\text{opt}(\gamma), s^*) &= P_l.
\end{align*}
\]

(19)

with

\[
\mathcal{P}(p^\text{opt}(\gamma), s) \triangleq \mathbb{E}_{\gamma \sim g} \left[ \gamma \left( p^\text{opt}(\gamma) \right) \leq s \right] \left[ \gamma \left( p^\text{opt}(\gamma) \right) \right] = \mathbb{E} \left[ \gamma \left( p^\text{opt}(\gamma) \right) \right] \]

(20)

being the long-term power consumed given a short-term power threshold \( s \). The resulting outage probability is therefore \( \mathcal{P}(p^\text{opt}(\gamma), R) \). Note that this is exactly the same as the outage probability achieved by a system with short-term power constraint \( s^* \). This duality between short- and long-term power constraints, together with the short-term outage exponents,
will be used to characterize the outage exponents of long-term power-constrained systems.

V. OUTAGE EXPONENTS

In this section, we present the large-SNR analysis of the outage probability with short- and long-term power constraints. In particular, we examine the outage exponents, i.e., the asymptotic slope of the outage probability curve with respect to SNR in log-log scale [17]–[19]

\[
    d_{\text{out}}(R) \triangleq \lim_{P_{\text{st}} \to \infty} - \frac{\log(P_{\text{out}}(\varphi(\gamma), P_{\text{st}}, R))}{\log(P_{\text{st}})}, \quad (21)
\]

Similarly, the outage exponent of systems with long-term power constraints is defined as

\[
    d_{\text{h}}(R) \triangleq \lim_{s \to \infty} - \frac{\log(P_{\text{out}}(\varphi(\gamma), s, R))}{\log(P(\varphi(\gamma), s))}, \quad (22)
\]

namely, the exponent of the outage probability as a function of the average power consumed.

Proposition 2: Consider transmission at rate \( R \) over the block-fading channel given in (1). The largest outage diversity that short-term power allocation solutions can have is the same as the outage diversity of the uniform power allocation \( P_{\text{unif}}(P_{\text{st}}) = (P_{\text{st}}, \ldots, P_{\text{st}}) \). Furthermore, the optimal short-term power allocation solution achieves this diversity. Proof: See Appendix B.

The outage diversity obtained by systems with short-term power constraints \( P_{\text{st}} \) and uniform power allocation \( P_{\text{unif}}(P_{\text{st}}) \) is a well-studied quantity, and has been obtained in various works for multiple fading distributions [17]–[20].

We now investigate the outage behavior of power allocation schemes with long-term power constraints based on the corresponding short-term outage diversity and obtain a criterion for zero outage (i.e., positive delay-limited capacity), since the criterion given in [8] is not applicable to systems with arbitrary inputs. In particular, for an arbitrary short-term power allocation rule \( \varphi(\gamma) \) satisfying \( I_{\text{H}}(\varphi(\gamma), \gamma) \geq R \), we consider the power allocation scheme

\[
    P_{\text{h}}(\gamma) = \begin{cases} 
        \varphi(\gamma), & \langle \varphi(\gamma) \rangle \leq \hat{s} \\
        0, & \text{otherwise}
    \end{cases} \quad (23)
\]

where \( \hat{s} \) satisfies

\[
    \left\{ \begin{array}{l}
        \hat{s} = \infty, \\
        \lim_{s \to \infty} P(\varphi(\gamma), s) \leq P_{\text{H}}, \\
        \end{array} \right. \quad (24)
\]

Assume that the power allocation rule \( \varphi(\gamma) \) achieves an outage diversity \( d_{\text{out}}(R) \) for with short-term power constraint \( s \), i.e.

\[
    P_{\text{out}}(\varphi(\gamma), s, R) = K_s^{-d_{\text{out}}(R)}. \quad (25)
\]

We then have the following characterization of the average power function \( P(\varphi(\gamma), s) \).

Proposition 3: Consider transmission at rate \( R \) over the block-fading channel given in (1). Assume that the fading coefficients have a continuous pdf and that power is allocated according to (23), where \( \varphi(\gamma) \) satisfies (25). Then, for large \( s \), we have that

\[
    \frac{d}{ds} P(\varphi(\gamma), s) = K d_{\text{out}}(R)s^{-d_{\text{out}}(R)}. \quad (26)
\]

Proof: See Appendix C.

From the previous proposition, we have the following characterization of the outage probability of systems with long-term power constraints.

Theorem 1: Consider transmission at rate \( R \) over the block-fading channel given in (1). Assume that the fading coefficients have a continuous pdf and that power is allocated according to (23), where \( \varphi(\gamma) \) satisfies (25). Then, we have the following.

- If \( d_{\text{out}}(R) > 1 \), then \( \lim_{s \to \infty} P(\varphi(\gamma), s) = P_{\text{H}} < \infty \) and \( d_{\text{h}}(R) = \infty \).
- If \( d_{\text{out}}(R) = 1 \), then \( \lim_{s \to \infty} P(\varphi(\gamma), s) = \infty \) and \( d_{\text{h}}(R) = \infty \); and
- If \( d_{\text{out}}(R) < 1 \), then

\[
    d_{\text{h}}(R) = \frac{d_{\text{out}}(R)}{1 - d_{\text{out}}(R)}. \quad (27)
\]

Proof: See Appendix D.

The above theorem gives a simple relationship between the outage diversity of systems with short- and long-term power constraints. Given a system with power allocation rule \( \varphi(\gamma) \) that achieves a short-term outage diversity \( d_{\text{out}}(R) \), the long-term outage diversity is readily obtained from the theorem. If \( d_{\text{out}}(R) \leq 1 \), reliable transmission in the strict Shannon sense is not possible for any finite long-term power constraint. Further, when \( d_{\text{out}}(R) < 1 \), the outage diversity of systems with long-term power constraints is given as a function of \( d_{\text{out}}(R) \) according to (27). However, when \( d_{\text{out}}(R) > 1 \), reliable transmission is possible for long-term power constraints \( P_{\text{H}} \geq P_{\text{H}} \).

Equivalently, the delay-limited capacity [5] of systems with power allocation rule \( P_{\text{h}}(\gamma) \) and long-term power constraint \( P_{\text{H}} \) is \( R \).

Note that no assumptions regarding the underlying channel model or fading distribution are required in proving Proposition 3 and Theorem 1. The relationship between short-term and long-term outage diversity is derived based solely on the power allocation structure in (18). The result in Theorem 1 can therefore be used to analyze the performance of various systems with long-term power constraint. Examples of particular interest where Proposition 3 and Theorem 1 hold include MIMO block-fading channels (where the corresponding power allocation problem is not convex [21]), or hybrid radio-frequency and free-space optical where the fading distributions can be exponential, lognormal, gamma-gamma, lognormal-Rice or IK [22].

The above result is also key for efficient code design. In particular, if we want to approach the outage probability with powerful codes, we must embed sufficient structure in the code, so that it achieves the optimal short-term diversity exponent. It is well known that the short-term exponent of good codes over the block-fading channel is related to the block-diversity [17]–[19], [23], [20], which is the minimum (over the codebook) number of
blocks in which two codewords differ, i.e., the blockwise Hamming distance. Hence, the above result immediately provides the optimal diversity design criterion to design codes for this relevant setup, which has been open since the first results of [4].

VI. EXAMPLES

In this section, we show some examples of the above general results for a specific input and fading distributions over the block-fading channel described by (1). In particular, we consider Gaussian and QPSK inputs over block-fading channels with Nakagami-$m$ distributed fading. The power fading gains $\gamma_b, b = 1, \ldots, B$ are then independently identically distributed with the following pdf:

$$f_{\gamma_b}(\xi) = \frac{m^m \xi^{m-1}}{\Gamma(m)} e^{-m\xi}, \quad \xi \geq 0 \quad (28)$$

where $\Gamma(m) = \int_0^\infty t^{m-1} e^{-t} dt$ is the Gamma function [24].

The optimal short-term outage diversity $d_{st}^{\text{opt}}(R)$ of systems with fixed discrete input constellation $\mathcal{X}$ of size $2^M$ and uniform power allocation has been studied in [18], [17], and [19] for Rayleigh fading channels ($m = 1$) and in [20] for Nakagami-$m$ fading channels with general $m$. The outage diversity for communication at rate $R$ is given by the Singleton bound

$$d_{st}^{\text{opt}}(R) = m \left(1 + \left[B \left(1 - \frac{R}{M}\right)\right]\right), \quad (29)$$

On the other hand, the outage diversity for Gaussian inputs is $d_{st}^{\text{opt}}(R) = mB$ for any $R > 0$. Theorem 1 allows for characterizing the outage diversity achieved by the optimal long-term power allocation rule with arbitrary input distributions. In particular, if $d_{st}^{\text{opt}}(R) > 1$, there exists $P_{\text{th}}$ such that for all $P_{\text{av}} > P_{\text{th}}$, reliable transmission is possible, whereas if $d_{st}^{\text{opt}}(R) < 1$, the outage diversity is given by $d_{st}^{\text{opt}}(R)/(d_{st}^{\text{opt}}(R) - 1)$.

In Figs. 1 and 2, we illustrate the outage probabilities for transmission with uniform QPSK and Gaussian inputs at rate $R = 1.7$ over block-fading channels with $B = 4$, $m = 0.5$ and $m = 2$, respectively. With $R = 1.7$, we obtain that $d_{st}^{\text{opt}}(R) = m$ for QPSK, while $d_{st}^{\text{opt}}(R) = 4m$ for Gaussian inputs. For $m = 2$, both QPSK and Gaussian inputs achieve zero outage with long-term power constraints, as predicted by Theorem 1. In this case, we observe that uniform QPSK pays a small penalty in average SNR with respect to Gaussian inputs.

On the other hand, for $m = 0.5$, Fig. 2 shows, in agreement with Theorem 1, that with long-term power constraints, the outage diversity for QPSK is $d_{st}^{\text{opt}}(R) = \frac{m}{1-m} = 1$; while zero outage can still be achieved with Gaussian inputs. Due to the Singleton bound, QPSK would still achieve zero outage with lower rates. In fact, the Singleton bound characterizes the minimum rate that can be transmitted with zero outage for any fixed discrete signal constellation.

Note that, while [4] only observed the no-outage phenomenon in certain cases, and [8] provided a condition for Gaussian inputs only, Theorem 1 rigorously characterizes this zero-outage behavior for general input and fading distributions.

VII. CONCLUSION

We have studied the high-power behavior of power allocation with short- and long-term power constraints in block-fading channels with arbitrary input and fading distributions. We have shown a duality property between short- and long-term power constrained systems, which enables a simple expression of the long-term outage diversity as a function of its short-term
counterpart. We prove that when the short-term outage diversity is strictly larger than one, reliable communication in the strict Shannon sense is possible above a certain threshold. Otherwise, the long-term outage diversity can be obtained via a simple function of the short-term counterpart. This result generalizes previous observations and results from [4] and [8], where Gaussian inputs on Rayleigh fading channels were studied. In turn, the result provides a key design criterion for efficient design of outage-approaching codes, a problem that has been open since the early results of [4].

APPENDIX A
PROOF OF PROPOSITION 1

We prove that an outage event with power allocation rule \( p^{opt}(\gamma) \) yields an outage event with power allocation rule \( p^*(\gamma) \), and vice versa.

Consider a system with power allocation rule \( p^{opt}(\gamma) \). Assume that a fading realization \( \gamma \) results in an outage, i.e., we have that \( I_B(p^{opt}(\gamma), \gamma) < R \). Since \( p^{opt}(\gamma) \) is a solution of (8), \( \langle p(\gamma) \rangle \geq P_{st} \) for all power allocation rules such that \( I_B(p(\gamma), \gamma) \geq R \). Therefore, \( \langle p^{opt}(\gamma) \rangle > P_{st} \), and \( p^*(\gamma) = 0 \), which results in an outage for the system with power allocation rule \( p^*(\gamma) \).

By using similar argument, an outage event in with power allocation rule \( p^*(\gamma) \) results in outage with power allocation rule \( p^{opt}(\gamma) \).

Fig. 2. Outage probability of transmission with optimal power allocation schemes using Gaussian and uniform QPSK inputs over a Nakagami-\( m \) block-fading channel with \( B = 4, R = 1.7, m = 0.5 \). The solid and dashed lines correspondingly represent the outage performance of systems with uniform QPSK and Gaussian inputs. The thin lines are plots of outage probability versus the short-term power \( s \) and thick lines are plots of outage probability versus the long-term power \( P_L = P(\gamma), s \).

APPENDIX B
PROOF OF PROPOSITION 2

Consider an arbitrary power allocation rule \( p(\gamma) \) satisfying short-term power constraint \( P_{st} \). We have that \( p(\gamma) \leq p^{ini}(BP_{st}) \). Therefore

\[
P_{out}(p(\gamma), P_{st}, R) \geq P_{out}(p^{ini}(BP_{st}), BP_{st}, R). \tag{30}
\]

Consequently, the outage diversity of systems with power allocation rule \( p(\gamma) \) satisfies

\[
d_{out}(R) \leq \lim_{P_{st} \to \infty} \frac{-\log(P_{out}(p(\gamma), P_{st}, R))}{\log(P_{st})} \leq \lim_{P_{st} \to \infty} \frac{-\log(P_{out}(p^{ini}(BP_{st}), BP_{st}, R))}{\log(P_{st})} = \lim_{P_{st} \to \infty} \frac{-\log(P_{out}(p^{ini}(BP_{st}), BP_{st}, R))}{\log(BP_{st})} = d_{out}^{ini}(R). \tag{31}
\]

Thus, \( d_{out}(R) \leq d_{out}^{ini}(R) \) is the largest outage diversity with short-term power constraints. Furthermore, since the optimal power allocation scheme is such that

\[
P_{out}(p^{opt}(\gamma), P_{st}, R) \leq P_{out}(p^{ini}(P_{st}), P_{st}, R) \tag{32}
\]

it follows that \( d_{out}^{opt}(R) \geq d_{out}^{ini}(R) \), hence, proving that the optimal short-term solution has the same diversity as uniform power allocation.
APPENDIX C
PROOF OF PROPOSITION 3

From the definition of differentiation, we have that
\[
\frac{d}{ds} \mathcal{P}(\mathbf{\gamma}(s), s) = \lim_{a \to 0^+} \frac{\mathcal{P}(\mathbf{\gamma}(s), as) - \mathcal{P}(\mathbf{\gamma}(s), s)}{as - s}. \tag{33}
\]

Let \( \mathcal{R}(s) = \{ \mathbf{\gamma} : \mathcal{P}(\mathbf{\gamma}(s)) \leq s \} \), we have \( \mathcal{R}(s) \subset \mathcal{R}(as) \). Therefore
\[
\mathcal{P}(\mathbf{\gamma}(s), as) - \mathcal{P}(\mathbf{\gamma}(s), s) = \int_{\mathcal{R}(as)} \mathcal{P}(\mathbf{\gamma}(s)) f_{\mathbf{\gamma}(s)}(\mathbf{\gamma}) d\mathbf{\gamma} - \int_{\mathcal{R}(s)} \mathcal{P}(\mathbf{\gamma}(s)) f_{\mathbf{\gamma}(s)}(\mathbf{\gamma}) d\mathbf{\gamma} = \int_{\mathcal{R}(as) \setminus \mathcal{R}(s)} \mathcal{P}(\mathbf{\gamma}(s)) f_{\mathbf{\gamma}(s)}(\mathbf{\gamma}) d\mathbf{\gamma}. \tag{34}
\]

Noting that \( \forall \mathbf{\gamma} \in \mathcal{R}(as) \setminus \mathcal{R}(s), s \leq \mathcal{P}(\mathbf{\gamma}(s)) \leq as \), we have
\[
s \int_{\mathcal{R}(as) \setminus \mathcal{R}(s)} f_{\mathbf{\gamma}(s)}(\mathbf{\gamma}) d\mathbf{\gamma} \leq \mathcal{P}(\mathbf{\gamma}(s), s) - \mathcal{P}(\mathbf{\gamma}(s), as) \leq as \int_{\mathcal{R}(as) \setminus \mathcal{R}(s)} f_{\mathbf{\gamma}(s)}(\mathbf{\gamma}) d\mathbf{\gamma}
\]
\[
= as F(as, s) \leq \mathcal{P}(\mathbf{\gamma}(s), s) - \mathcal{P}(\mathbf{\gamma}(s), as) \leq as F(as, s) \tag{35}
\]
\[
\leq as \mathcal{F}(as, s) \leq \mathcal{P}(\mathbf{\gamma}(s), s) - \mathcal{P}(\mathbf{\gamma}(s), as) \leq as \mathcal{F}(as, s) \tag{36}
\]

where \( \mathcal{F}(as, s) \triangleq \Pr(\mathbf{\gamma} \in \mathcal{R}(as)) - \Pr(\mathbf{\gamma} \in \mathcal{R}(s)). \) Since \( \Pr(\mathbf{\gamma} \in \mathcal{R}(s)) = 1 - \mathcal{P}(\mathbf{\gamma}(s), s, R) \triangleq 1 - K s^{-d_{\text{sat}}(R)} \), we have
\[
\mathcal{F}(as, s) \triangleq \left(1 - a^{-d_{\text{sat}}(R)}\right) K s^{-d_{\text{sat}}(R)}. \tag{37}
\]
Therefore, (36) gives
\[
\left(1 - a^{-d_{\text{sat}}(R)}\right) K s^{-d_{\text{sat}}(R)} \leq \mathcal{P}(\mathbf{\gamma}(s), as) - \mathcal{P}(\mathbf{\gamma}(s), s) \leq \left(1 - a^{-d_{\text{sat}}(R)}\right) K s^{-d_{\text{sat}}(R)}. \tag{38}
\]
Inserting (38) into (33) and let \( a \downarrow 1 \), we have
\[
\frac{d}{ds} \mathcal{P}(s) \triangleq K d_{\text{sat}}(R) s^{-d_{\text{sat}}(R)} \tag{39}
\]
as required.

APPENDIX D
PROOF OF THEOREM 1

From Proposition 3, we have that
\[
\lim_{s \to \infty} \left(\frac{d}{ds} \mathcal{P}(\mathbf{\gamma}(s), s)\right) s^{d_{\text{sat}}(R)} = K d_{\text{sat}}(R). \tag{40}
\]
Therefore, for any \( \epsilon > 0 \), there exists a finite \( s_1 \) such that for all \( s > s_1 \),
\[
K d_{\text{sat}}(R) - \epsilon < \left(\frac{d}{ds} \mathcal{P}(\mathbf{\gamma}(s), s)\right) s^{d_{\text{sat}}(R)} < K d_{\text{sat}}(R) + \epsilon
\]
\[
(K d_{\text{sat}}(R) - \epsilon) s^{-d_{\text{sat}}(R)} < \frac{d}{ds} \mathcal{P}(\mathbf{\gamma}(s), s) < (K d_{\text{sat}}(R) + \epsilon) s^{-d_{\text{sat}}(R)}. \tag{41}
\]
Therefore, if \( d_{\text{sat}}(R) > 1 \), we have that
\[
\lim_{s \to \infty} \mathcal{P}(\mathbf{\gamma}(s), s) = \mathcal{P}(\mathbf{\gamma}(s), s_1)
\]
\[
+ \lim_{s \to \infty} \int_{s_1}^{s} \frac{d}{dt} \mathcal{P}(\mathbf{\gamma}(s), t) dt
\]
\[
< \mathcal{P}(\mathbf{\gamma}(s), s_1)
\]
\[
+ \lim_{s \to \infty} \int_{s_1}^{s} (K d_{\text{sat}}(R) + \epsilon) t^{-d_{\text{sat}}(R)} dt
\]
\[
= \mathcal{P}(\mathbf{\gamma}(s), s_1)
\]
\[
+ \frac{(K d_{\text{sat}}(R) + \epsilon) s_1^{1-d_{\text{sat}}(R)}}{d_{\text{sat}}(R) - 1} \triangleq P_{\text{th}} < \infty \tag{42}
\]
\[
d_{\text{th}}(R) = \lim_{s \to \infty} -\log \frac{\mathcal{P}(\mathbf{\gamma}(s), s, R)}{\mathcal{P}(\mathbf{\gamma}(s), s)} \geq \lim_{s \to \infty} -\log \frac{(K s^{-d_{\text{sat}}(R)})}{P_{\text{th}}} = \infty \tag{43}
\]
as required.

Meanwhile, if \( d_{\text{sat}}(R) \leq 1 \), from (41) and (42), we have
\[
\lim_{s \to \infty} \mathcal{P}(\mathbf{\gamma}(s), s)
\]
\[
> P(s_1) + \lim_{s \to \infty} \int_{s_1}^{s} (K d_{\text{sat}}(R) - \epsilon) t^{-d_{\text{sat}}(R)} dt
\]
\[
= \infty. \tag{45}
\]
Now, the outage diversity is given by
\[
d_{\text{th}}(R) = \lim_{s \to \infty} -\log \frac{\mathcal{P}(\mathbf{\gamma}(s), s, R)}{\mathcal{P}(\mathbf{\gamma}(s), s)}
\]
\[
= \lim_{s \to \infty} -\log \frac{(K s^{-d_{\text{sat}}(R)})}{\log \mathcal{P}(\mathbf{\gamma}(s), s)}
\]
\[
= \lim_{s \to \infty} d_{\text{sat}}(R) \frac{d}{ds} \mathcal{P}(\mathbf{\gamma}(s), s). \tag{46}
\]
Since \( \lim_{s \to \infty} \mathcal{P}(\mathbf{\gamma}(s), s) = \infty \), applying L’Hôpital’s rule, we have
\[
d_{\text{th}}(R) = \lim_{s \to \infty} d_{\text{sat}}(R) \frac{d}{ds} \mathcal{P}(\mathbf{\gamma}(s), s). \tag{46}
\]
Applying Proposition 3, we can further write

\[ d_h (R) = \lim_{s \to \infty} \frac{P(\psi (\gamma), s)}{K s^s - d_\text{at}}. \] (47)

Therefore, if \( d_\text{at} (R) = 1 \), we have \( d_h (R) = \lim_{s \to \infty} \frac{P(\psi (\gamma), s)}{K s^s - d_\text{at} (R)} = \infty \), while if \( d_\text{at} (R) < 1 \), further applying L'Hôpital's rule and Proposition 3, we obtain

\[ d_h (R) = \lim_{s \to \infty} \frac{d\psi (\gamma) \cdot s}{K (1 - d_\text{at} (R))s^{d_\text{at} (R)}} = \frac{d_\text{at} (R)}{1 - d_\text{at} (R)} \] (48)

which completes the proof.
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